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Feature Article

Introduction  
Health librarians and information specialists have long 
contributed to the conducting of systematic reviews for 
clinical decision making and evidence-based medicine 
(1). Typically, the information specialist role in a review 
team would be to design and conduct systematic 
searches across a range of information sources, includ-
ing bibliographic databases, trial registries and grey lit-
erature (2). The rapid growth of scientific literature 
presents challenges for the information specialist, and 
has an impact on the quest for a comprehensive search. 
Large language models (LLMs) like ChatGPT, with 
their ability to process information and generate text, 
are attracting attention for their potential to revolu-
tionise information retrieval (3, 4). Currently, there is 
a lack of guidance on how we, the health library and 
information community can harness this potential to 
aid our work, and little is known about the effectiveness 
of these AI tools in practice. The aim of this article is 
to identify and summarise the current research litera-
ture on using ChatGPT to develop systematic literature 
searches. 

Methods 
Eligibility criteria 
Studies were included if they involved researchers or 
individuals engaged in the development of systematic 
literature searches using ChatGPT. All versions of 
ChatGPT utilised for these purposes were considered. 
Studies investigating the use of other AI tools for de-
veloping systematic literature searches were excluded. 
No restrictions were applied regarding the date, lan-
guage, or study design. 
 
Information sources 
Searches were conducted across PubMed, Web of Sci-
ence, arXiv, PROSPERO, Cochrane Library (CEN-
TRAL), and Google Scholar from their inception to 1 
May 2024. Additional sources included citation search-
ing and relevant organisation websites to capture grey 
literature. 
 
Search strategy 
Tailored search strategies were devised for each 
database to ensure comprehensive coverage of relevant 
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literature. Given the novelty of ChatGPT, subject 
headings for this concept were unavailable, necessitat-
ing a strategy incorporating textwords, including syn-
onyms and variations for both ChatGPT and literature 
search. For the complete PubMed search strategy, 
please refer to Box 1. 

 
Study selection 
For the initial title and abstract screening, the total 
number of retrieved papers was divided equally 
among the review team using a randomly generated 
sample in Rayyan. Each reviewer independently 
screened their assigned portion of titles and abstracts. 

Following the initial screening, the full texts of the in-
cluded papers were retrieved for further evaluation. 
Disagreements during the full-text screening phase 
were resolved through discussion and consensus was 
reached. 
 
Results 
The database searches retrieved 438 references, and a 
further 20 references were identified through website 
and citation searching. All references were imported into 
EndNote and 340 references were left after deduplica-
tion. Following title and abstract screening against the 
eligibility criteria, 24 references remained. Following 
full-text screening, a further 8 were excluded, leaving 16 
included publications in this review. Two publications 
were merged as they contained the same information in 
two different formats (blog post and editorial), therefore 
for the purpose of this review we counted those as one 
publication. From this point onwards, we will summarise 
the findings relating to 15 publications.  A PRISMA di-
agram illustrating the search and selection process can 
be found below (Figure 1). 

 
Box 1 
PubMed search 
(“Chat Generative Pre-Trained Transformer” OR 
ChatGPT OR Chat-GPT) AND (Literature 
search* OR search strateg*) 

Fig. 1. PRISMA flow diagram.



32 Journal of EAHIL 2024; Vol. 20 (2):  30-34

Veronica Parisi and Anthea Sutton 

Study characteristics 
Over half of the publications included in this review are 
what we classified as “opinion pieces” (including let-
ters, commentaries, editorials, blog posts). Four publi-
cations are articles in peer-reviewed journals (Psychiatry 
Research, Journal of Clinical Medicine, JMIR Medical In-
formatics, Systems) and two are published on preprint 
servers (e.g. pre-peer review). The majority of the pub-
lications are from the USA, with the remaining publi-
cations from Australia, Brazil, Czech Republic, and 
UK. We sought the author information roles from pub-
lications and checked for mentions of librarian/infor-
mation specialist involvement. In all but three cases 
this was not reported. One single-authored publication 
was not by an information specialist role, and another 
publication stated that a librarian had been involved in 
validating the manual search strategy that was com-
pared with ChatGPT. Only two publications were 
solely generated by library and information-based au-
thors and these were our own on ChatGPT for system-
atic literature reviews and one on how ChatGPT and 
prompt engineering can be used in searching.  
 
Strengths of ChatGPT for systematic 
literature searching 
ChatGPT has the potential for generating search strate-
gies, and there are some publications that suggest that 
this is possible, giving examples for PubMed/Medline 
and Scopus (5-10). In particular, Wang et al. (11) evalu-
ate the precision and recall of ChatGPT’s generated 
search strings and advise that these can lead to high 
search precision, to the expenses of recall. Some studies 
show that ChatGPT may also be helpful in translating 
search strategies from PubMed to Embase, Web of Sci-
ence, Cochrane Library, and IEEE Xplore (5), and for 
ProQuest and Scopus databases (9). It is noted that 
ChatGPT could be a starting point for researchers un-
familiar with formulating search strategies (8, 12), but 
this would be at scoping stage, as the search strategies 
would need expert validation from a librarian/informa-
tion specialist prior to utilising them for a systematic re-
view. In the current literature, the limitations of 
ChatGPT appear to outweigh the strengths at this point. 
 
Limitations of ChatGPT for systematic 
literature searching 
While large language models like ChatGPT hold 
promise for various tasks, their application in systematic 

reviews currently faces significant limitations. These 
limitations hinder ChatGPT’s current ability to generate 
comprehensive and reliable search strategies, a crucial 
step in the systematic review process. 
The most often stated limitation in the current literature 
is ChatGPT’s tendency to “hallucinate”. Whilst in the-
ory, ChatGPT can generate a search string, it struggles 
with database specific syntax and fabricates index terms 
such as MeSH headings (5, 8, 11-13), and is unable to 
execute the search once created (6). In some cases, 
ChatGPT states itself that it does not support database 
searching (8, 14). One publication raised the inability 
of ChatGPT to incorporate established search filters 
(for example to identify randomised controlled trials) 
in the search strings it produces (7). 
ChatGPT has limited access to real-time data. The free 
version of ChatGPT, ChatGPT 3.5 (although in early 
May OpenAI has made available a free version of Chat-
GPT-4 on a limited basis), currently has a cut-off date 
of 2021, therefore concerns about currency are ex-
pressed in the literature. Alshami (6) emphasises the 
model's reliance on user prompts, which can be subjec-
tive and introduce bias. However, a manual search strat-
egy is also subject to human input. Of more concern is 
the length of the prompts required and the iterative pro-
cess, demonstrating that ChatGPT is unlikely to save 
time for the experienced information specialist. There 
is also a lack of transparency in prompts, and inconsis-
tencies. Studies by Guimaraes, Qureshi, and Wang (7, 
8, 11) raise concerns about inconsistent outputs, report-
ing different responses to the same research question 
at different times. This is because answers in such 
LLMs are non-deterministic, which may affect the re-
producibility and transparency of searches. 
Some publications attempt to validate ChatGPT 
against human-generated search strategies (14-18). 
However, it is not clear whether the manually generated 
searches have been validated or appraised for efficiency, 
so they may not be a reliable benchmark to use. 
 
Recommendations from the literature 
There are several important considerations to be con-
sidered when using ChatGPT for literature searches. 
While ChatGPT can assist in developing search strate-
gies, relying solely on it is not recommended (7, 10, 
19), and some authors suggest that traditional search 
methods and expert reviews are essential to ensure 
thoroughness and comprehensiveness (8).  
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Given the risks associated with hallucinations and in-
accurate information, some authors even recommend 
against using ChatGPT at all for literature searches 
(14, 17). 
To help mitigate these risks, it is essential to verify Chat-
GPT-assisted searches for accuracy and relevance. 
Human oversight is necessary to cross-check the validity 
of the information generated by ChatGPT (9, 13, 18).  
Implementing a structured framework, such as the one 
proposed by Alshami (6), may help integrate ChatGPT 
into the workflow with predefined protocols for human 
oversight, verification, and periodic reassessment of 
ChatGPT-generated outputs. 
In terms of search strategy formulation, Boolean query 
development, as recommended by Wang (11), involve 
extensive refinement to ensure precision and compre-
hensiveness. Expert intervention is necessary to tailor 
the queries to the specific requirements of the system-
atic review and to optimise the search results (5). 
 
Limitations and strengths of this study 
This paper has certain limitations that should be ac-
knowledged. Firstly, due to time constraints it has been 
developed at pace, which may have led to a less sys-
tematic and comprehensive exploration of the topic. To 
this end, it should also be noted that this manuscript 
has been augmented with the use of ChatGPT for sum-
marisation and proofreading purposes. Secondly, the 
research question addressed in this study has been kept 
narrow by design, focusing specifically on the use of 
ChatGPT for developing search strategies for system-
atic literature searching. While this is a relevant area of 
study, it excludes broader discussions on ChatGPT's 
capabilities such as its use in creating literature reviews, 
aiding in clinical decision making, generating refer-
ences, as well as the ethical and legal implications of 
using ChatGPT in education and research. All of these 
topics may offer invaluable intersections to help enrich 
the current discourse. 
This study presents several strengths as well. In addition 
to traditionally structured searches, the adoption of it-
erative and purposive searching contributed to the iden-
tification of more sparse and unsystematic literature. As 
it has been discussed, “opinion pieces” represent more 
than half of the body of evidence on this topic, offering 
invaluable insights for our research. Another strength 
of this paper is that it has been devised and developed 
by information specialists/librarians, bringing a breadth 

of knowledge and expertise in the field of systematic lit-
erature searching. More significantly, this study has 
helped identify a research gap, which is the paucity of 
literature from information specialists/librarians on 
using ChatGPT for literature searches. In this regard, 
our review found that most studies included were not 
conducted by professionals in this field, despite their 
expertise in search strategies and systematic searching. 
This gap underscores the need for further research and 
contributions from information specialists/librarians, 
who are ideally positioned to provide insights and de-
velop best practices in this area. 
 
Call for action and conclusion 
To address this gap, we would like to make a call for 
action and encourage more research that involves in-
formation specialists and librarians. The expertise 
brought by these professionals can significantly con-
tribute to the development of a more informed and ju-
dicious use of ChatGPT for literature search processes. 
To help achieve this, opportunities for funding could 
be sought nationally, internationally or at institutional 
level to support the development of research initiatives 
to explore this topic. 
In addition to this, the creation of a special interest 
group (SIG) across EAHIL, which focuses on the use 
of AI tools in literature searching could provide a plat-
form for information specialists and librarians to col-
laborate, share knowledge, and advance the field. This 
SIG could organise conferences, workshops, and pub-
lications to disseminate findings and best practices, 
thereby contributing to the advancement of research 
in AI-assisted literature searches. 
In conclusion, while this paper presents initial findings 
on the use of ChatGPT for developing search strategies 
for systematic literature searching, it also underscores 
the need for broader research. By involving information 
specialists and librarians, the academic and research 
communities can enhance their knowledge and under-
standing of literature searching and its applications 
within the context of AI. Future research, supported 
by appropriate funding and collaborative efforts, may 
be crucial in addressing the current gap and advancing 
the field. 
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